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ABSTRACT

The correspondence among the following three forecast verification scores, based on forecasts and their
associated observations, is described: 1) the correlation score, 2) the root-mean-square error (RMSE) score,
and 3) the Heidke score (based on categorical matches between forecasts and observations). These relationships
are provided to facilitate comparisons among studies of forecast skill that use these differing measures.

The Heidke score would be more informative, more “honest,” and easier to interpret at face value if the
severity of categorical errors (i.c., one-class errors versus two-class errors, etc.) were included in the scoring
formula. Without taking categorical error severity into account the meaning of Heidke scores depends heavily
on the categorical definitions (particularly the number of categories), making intercomparison between Heidke
and correlation (or RMSE) scores, or even among Heidke scores, quite difficult.

When categorical error severity is taken into account in the Heidke score, its correspondence with other
verification measures more closely approximates that of more sophisticated scoring systems such as the exper-

imental LEPS score.

1. Definitions and descriptions of three verification
measures

Researchers have a wide choice regarding the quan-
titative evaluation of forecast skill in the results of their
prediction studies. The correlation coefficient, the root-
mean-square error, and the Heidke score are three
commonly selected measures, among many others. In
this section these are defined and briefly described, and
the correlation coefficient and root-mean-square error
are interrelated. In later sections the focus is placed
largely on the relationship between the correlation and
Heidke scores. Following a discussion about modifying
the Heidke score to reduce the discrepancy with the

" correlation, a quick examination of the correspondence
between the correlation and the linear error in prob-
ability space (LEPS) score (Ward and Folland 1991)
is provided. The discussion applies primarily to con-
tinuous underlying variables.

a. Correlation coefficient

One possible choice of a forecast verification measure
is the correlation coeflicient, which describes the
strength of the linear relationship between forecasts and
corresponding observations. The correlation may be
computed over a period of record, over a spatial do-

Corresponding author address: Anthony G. Barnston, Climate
Analysis Center, NMC/NWS/NOAA, 5200 Auth Road, Camp
Springs, MD 20746.

main for a single forecast, or a combination of both.
It is a continuous parameter—that is, it is sensitive to
the finest details of each forecast versus observed case.
If the forecasts (f) and observations (o) are
standardized® (resulting in zero means and unit stan-
dard deviations) and denoted as zrand z,, the coeffi-
cient of correlation between fand o, ry,, is defined as

N
Iro = Z(Zf,-zo,-)/N (n
i=1

where N is the number of time elements if the corre-
lation is temporal, space elements (e.g., grid points or
stations) if it is spatial, or a combination over both
dimensions. The i denotes the element number. The
correlation would not be different if computed without
first standardizing fand o; however, the complete cor-
relation formula would be required in which standard-
ization is accomplished using the means and standard
deviations of fand o0.? If there were an exact linear

! As described in most statistical references, a set of forecasts or
observations is standardized by first computing its mean and its stan-
dard deviation. The standard deviation equals the square root of the
mean of the squared differences between each member of the set and
the mean. Each member is then standardized by subtracting the mean,
and then dividing by the standard deviation. For samples of 100 or
fewer that do not contain extreme outlier values, standardized values
typically fall within the —3 to +3 range.

2 As an example of an exception, standardization is not accom-
plished exactly when means and standard deviations of o, or of both
fand o, are set to those of a relatively longer period of record than
that used for the correlation calculation; that is, the sample means






